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A sex- and gender-informed perspective increases rigor, promotes discovery, and expands the relevance of biomedical research.

In the current era of accountability to present data for males and females, thoughtful and deliberate methodology can improve study design

and inference in sex and gender differences research. We address issues of motivation, subject selection, sample size, data collection, analysis,

and interpretation, considering implications for basic, clinical, and population research. In particular, we focus on methods to test sex/gender

differences as effect modification or interaction, and discuss why some inferences from sex-stratified data should be viewed with caution.

Without careful methodology, the pursuit of sex difference research, despite a mandate from funding agencies, will result in a literature of

contradiction. However, given the historic lack of attention to sex differences, the absence of evidence for sex differences is not necessarily

evidence of the absence of sex differences. Thoughtfully conceived and conducted sex and gender differences research is needed to drive

scientific and therapeutic discovery for all sexes and genders. (Endocrine Reviews 39: 424 — 439, 2018)
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any compelling publications have argued why

sex and gender should be considered in
preclinical, clinical, and population research (1-4).
Both sex (the biological attributes of females and
males) and gender (socially constructed roles, be-
haviors, and identities in a spectrum, including fem-
ininity and masculinity) affect molecular and cellular
processes, clinical traits, response to treatments, health,
and disease (1). Since 2010, the Canadian Institutes of
Health Research has mandated that all grant applicants
address whether they had considered sex and/or
gender in their applications (5). In 2014, the Euro-
pean Commission issued the Horizon 2020 guideline,
which makes explicit the rules for sex and gender
inclusion as elements of European Union grant
evaluation and monitoring (6, 7). Although the 1993
National Institutes of Health (NIH) Revitalization Act
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required the inclusion of women in NIH-funded
clinical research, it was not until 2015 that the NIH
announced policies requiring the consideration of sex
as a biological variable in study design, analysis, and
reporting (1, 8-10). Such mandates to include females
are not mere political correctness (11). A sex-informed
and gender-informed perspective is essential to in-
crease rigor, promote discovery, expand the relevance
of research, and improve patient care. At the very least,
it will allow readers of the scientific literature to
critically assess the validity of what they read.
Investigators who wish to—or now find themselves
required to—include both sexes in their studies are
faced with a number of methodological questions,
including issues of motivation, subject selection,
sample size, data collection, analysis, and interpretation.
We provide an overview of these issues in this review as
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A sex- and gender-informed perspective increases rigor, promotes discovery, and expands the relevance of biomedical

research

Methods exist to test sex and gender differences as interactions; inference from sex- and gender-stratified data should be

viewed with caution

Without careful methodology, the pursuit of sex and gender difference research as a poorly considered mandate will

result in a literature of contradiction

However, given the paucity of sex and gender differences research, the absence of evidence for differences is not

necessarily evidence of the absence of differences

they pertain to basic, clinical, and population research
(Table 1). This review builds on earlier discussions of
sex differences research methodology (11-18) in
several ways: we consider gender as well as sex dif-
ferences; we examine the entire research process,
from motivation to analysis and presentation; and we
discuss nuances of statistical design and interpretation,

Study Motivation

There is ample evidence of sex differences—at the level
of the cell, organism, and population—to motivate sex
differences research. Sex chromosomes encode sexual
differentiation through three mechanisms: (1) pres-
ence of Y genes; (2) increased dose of X genes in XX vs
XY cells; and (3) X chromosome inactivation and
imprinting (12). These primary chromosomal differ-
ences lead to sexual differentiation and the somatic
and gonadal expressions of sex (19). The resulting
“sexome” produces differences in all organ systems and
across the lifespan, influencing how our bodies interact
with the environment to determine health (20). The
sex-informed framework considers sex differences in
anatomy and physiology, understood within a lifespan
perspective of sensitive periods of fetal and childhood
development, differential pace and timing of puberty,
reproductive events, and senescence. This is critical
given that timing is everything when it comes to
identifying developmental sex effects (14, 21, 22).
Furthermore, sex differences in treatment abound:
pharmacokinetics and pharmacodynamics of medi-
cations often vary by sex, as may effects of other
treatment modalities (23).

Gender, too, is a determinant of health, influencing
the physical and social environments to which in-
dividuals are exposed, their access to resources that
affect health, their agency to seek health care and
receive treatment, and the equitability of research that
drives medical discovery (14, 17, 24-26).

This sex- and gender-informed perspective is ne-
cessitated by widespread differences in disease in-
cidence, prevalence, and survival that have been
reviewed elsewhere (2, 26-28). There are sex and
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particularly how to plan robust tests of sex or gender
interactions that can help minimize statistical arti-
facts. Rather than assume ubiquitous sex and gender
differences in biology, health, and disease, we propose
methods and interpretation that will increase the
likelihood of detecting true differences where they
exist.

gender differences in symptoms and clinical pre-
sentations of illness, reliability of diagnostic tests, and
response to treatment. There is “sex bias™ down to the
level of epigenetic marking and gene expression (28).
In short, the rigor of research depends on researchers’
understanding of the ways in which sex and gender
influence the biologic systems they study.

Investigators seeking to construct a sex- and
gender-informed framework for their research may
be disappointed by a lack of systematic evidence
regarding sex and gender differences in the litera-
ture. There is a particular dearth of true gender-
difference studies; in fact, literature searches on
“gender differences” largely turn up studies on sex
differences that have used the term “gender” to refer
to biologic sex. The historic neglect of women in
clinical studies and the sex of animals and cells in
basic research should be kept in mind when gath-
ering evidence of sex and gender differences. Al-
though data to interrogate sex differences may exist
in some studies, they have yet to be examined. In
other cases, sex-informed questions have yet to be
posed. Furthermore, as argued below, the pro-
liferation of ill-considered and often unplanned sex
difference inquiries leads to a literature of contra-
dictions. Thus, the absence of evidence for sex
differences is not necessarily evidence of the absence
of sex differences.

Study Design

Overarching study design

In most cases, the choice of overarching study de-
sign, whether experimental or observational, is lit-
tle affected by considerations of sex and gender.

https://academic.oup.com/edrv

425

G20Z JoquianoN |z U 1s8NnB AQ L7/ /96v/7Z1Iv/6E/R101ME/AIPS/Wod"dNO"0lWapED.//:SAY L0l PAPEOUMOQ


http://dx.doi.org/10.1210/er.2017-00246
https://academic.oup.com/edrv

Table 1. Methodological Considerations in Investigations of Sex and Gender Differences

Research Step

Motivation

Subject selection

Randomization (if
applicable)

Sample size

Data collection

Analysis, reporting, and
interpretation

426

Best Practices
Consider known sex differences in disease incidence, prevalence, and survival.

Review existing literature on sex and gender differences, alert to the fact that many hypotheses have not been well tested. Read carefully to
consider likelihood of false-positives (especially in context of multiple testing) and false-negatives (especially where statistical power is
low).

Apply a life course perspective to consider the timing of exposures that might interact with sex and gender in specific developmental
windows.

Consider sex-specific age incidence of disease to maximize statistical power.

Consider reproductive stages and cycles, particularly where they may modify the impact of the main exposure being investigated.
Consider the impact of gendered social environment for the distribution of factors that may interact with the main exposure.
For basic and preclinical studies, review options for classical gonadectomy, knockouts, or four-core genotype experiments.
Consider whether sex of cell lines is known, relevant, and generalizable.

In smaller studies, stratified randomization by sex or gender will ensure balance, even if different numbers of males and females are
included.

True tests of sex differences need to be large enough to test interaction between sex and the main exposure or treatment; such tests
typically require several times the sample size to be adequately powered, compared with studies of main effects.

Studies to small to detect interaction can still report the main effects of the exposure or treatment by sex; however, they cannot claim to
have tested a sex difference. Be alert to the risk of false-negatives in underpowered sex strata.

Studies too small to detect even the main effects of sex can provide sex-specific data to generate hypotheses or contribute to meta-
analyses of sex differences.

“Big data” studies, where the variable of sex is often available, need to be conducted thoughtfully to avoid contributing false-positives to
the sex difference literature.

Consider sex and gender differences in disease presentation.
Consider whether exposures mean the same thing in both sexes and genders.

Be aware of sex and gender differences in pharmacokinetics and pharmacodynamics; the same dose may have different impact in males
and females or may vary by body size.

Collect data on exogenous hormones: contraceptives, menopausal hormone therapy, testosterone, and other steroid use.

Consider recording data on reproductive cycle (follicular/luteal), and stage (prepuberty, puberty, pregnancy, lactation, premenopause and
postmenopause).

Collect data on influential covariates that may vary by sex and gender in the study population.
Prespecify tests of sex differences to reduce type | error.

Account for confounding by factors associated with sex and gender.

Investigate intermediate “pathway” variables to understand apparent sex differences.

Admit when sex differences were tested as post hoc exploratory analyses.

Make opportunities to replicate sex difference findings.

Interpret apparent sex and gender differences in the light of biological plausibility and social context.

Exceptions to this are experiments precluded by
ethical considerations, such as inclusion of pregnant
women for trials of potentially teratogenic drugs.
However, nearly every other feature of study design
necessitates a sex-informed perspective, including
subject selection, randomization, sample size, and
data collection.

Rich-Edwards et al
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Subject selection

Inclusion of both sexes is more nuanced than deciding
that the sample should be equally divided by sex. Sex-
specific age incidence of disease, reproductive stage,
reproductive cycle, and environment need to be
considered to optimize the validity, generalizability,
and efficiency of a study sample. More often than not,
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investigators have to compromise between competing
goals of validity (by narrowing subject selection to
increase the likelihood that findings are true for a
specific population) and generalizability (by widen-
ing subject selection to make broad inference at the
risk of overgeneralizing across true differences be-
tween groups.) There are also compromises between
large scientific goals and restricted available funds.
Such trade-offs are best made as choices informed by
already known sex and gender differences. The most
efficient subject selection will pick the minimum
number of each sex or gender necessary to make valid
inferences about sex and gender differences; a 50/50
split between males and females may not be the most
efficient, as discussed below.

Sex-specific incidence of disease

Sex differences in incidence and age-incidence tra-
jectories are important considerations in subject se-
lection. For example, at ages 55 to 64 men have more
than double the rate of coronary heart disease (CHD)
of women. By ages 85 to 94, male CHD rates are only
10% higher than those of females (20). Thus, an in-
vestigator wishing to enroll a cohort of 50-year-olds to
study CHD incidence will need to enroll two to three
times as many women as men to ensure equivalent
statistical power, or consider selecting older women.
For example, the Vitamin D and Omega-3 Trial study
of dietary supplements to reduce heart disease, stroke,
and cancer includes women aged 55 or older and men
aged 50 or older to account for the later onset of
disease in women (29). Sex differences in disease in-
cidence exist in animals as well. For example, in the
nonobese diabetic mouse, diabetes is more prevalent
in females, so that more male mice must be included to
yield the same number of affected animals of each sex
(30).

Sex-specific differences in aging

Females outlive males in most vertebrate species (31).
In mammals, the heterogametic (XY) sex may have a
shorter lifespan because of the unguarded expression
of harmful recessive alleles on the Y sex chromosome.
Similarly, the homogametic (XX) sex may be protected
by the stochastic X-inactivation that creates mosaics of
females; although female neonates are a 1:1 mosaic of
maternal and paternal allele expression, over time that
ratio becomes skewed to favor the cellular population
whose active X presumably confers a survival ad-
vantage (32-35).

Sex differences in the rate of aging and the in-
cidence of disease onset are reflected at the cellular
level. For example, there are sex differences in the
length of telomeres, noncoding DNA sequences that
cap and protect chromosomes, the length of which are
correlated with longevity. Although similar at birth,
male telomeres shorten faster during the lifespan than
do female telomeres (35). This difference could be the
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result of sex or gender; most likely, it is a combination
of biological sex differences and gendered experiences
(such as smoking) (36). Similarly, although stem cell
populations decline with aging, this loss is earlier and
more rapid in male than in female mice (37).
Methylation patterns also differ between the sexes,
likely influencing DNA expression over the life course
(38, 39). As research further clarifies sex-specific or
sex-dependent mechanisms of senescence, investiga-
tors may want to consider sex differences in the cel-
lular age and methylation patterns of their subjects, be
they cells, animals, or people.

Reproductive stages and cycles

All animals, regardless of sex or species, go through a
process of reproductive maturation whose timing,
duration, and outcome are subject to physical and
social cues from the environment. In mammals, pu-
berty involves sex-specific, but variable, changes in
central neural systems, gonadal steroid production,
and the emergence of secondary sexual characteristics,
including behaviors. When a study investigates ado-
lescence or young adulthood, accounting for sex
differences in the pace and timing of puberty will be
critical for identifying sex effects (14).

Mature mammals of both sexes have variations in
gonadal steroid levels that may affect subject selection.
In males, testosterone levels have circadian and per-
haps seasonal variations and vary with age, physical
activity, and energy homeostasis (40, 41). Reproductive
age females have menstrual or estrous cycles. On top of
natural variability, women may use hormonal con-
traceptives or menopausal hormone therapy; many
men use exogenous androgens and anabolic steroids.
These factors are important in subject selection if an
investigator wants to understand how the exposure-
outcome associations under study are impacted by sex
hormones. Researchers may decide to include a rep-
resentative range of reproductive phases or cycles. For
example, cyclical patterns of DNA synthesis and rates
of cell division and death would not have been dis-
covered if females in different cycle phases had not
been studied (42, 43). The knowledge that natural
killer cell activity peaks during the luteal phase came
from studies of cycling women (44). Understanding of
the roles of neurokinin B and kisspeptin in re-
production has been facilitated by studying male and
female animals at varying reproductive stages, with
and without gonadectomy (45).

Sex differences in physiology and behavior have
been observed even in the prepubertal and peri-
pubertal periods, before the pubertal activation of the
hypothalamic-pituitary-gonadal axis and production
of gonadal sex steroid hormones. These prepubertal
sex differences have been largely attributed to the
effects of prenatal and perinatal activity of the
hypothalamic-pituitary-gonadal axis and resultant
sex steroid hormone production and actions. Among
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the best described effects are the so-called activational
and organizational effects of gonadal hormones on
brain development (46). The first robust sex difference
described in the mammalian brain was the sexually
dimorphic nucleus of the preoptic area (47). More
recently, a sexually dimorphic population of kisspeptin
neurons was identified that is present in higher
numbers in the anteroventral periventricular nucleus
in prepubertal females than in males, to which the
sexually dimorphic preovulatory luteinizing hormone
surge that occurs in adult females but not males is
attributed (48).

Thus, to the extent that hormone levels affect study
outcomes, researchers may need to examine subjects
who are premenopausal or postmenopausal, in the
follicular or luteal phase, and with or without hys-
terectomy or gonadectomy. Including or excluding
participants using hormonal therapies, such as con-
traceptives and female and male hormone replacement
or suppression therapies, is another potentially im-
portant design choice. To fully capture between-sex
variability, it may be of use to compare men to two or
more groups of women. For example, a study of brain
activity in the stress response circuitry found few
differences between healthy men and women in the
early follicular phase, but striking differences between
men and the same women at midcycle (49). Fur-
thermore, sex differences in brain activity in memory
circuitry were statistically significant in premeno-
pausal and perimenopausal women, but attenuated in
postmenopausal women compared with men (50). To
capture within-sex variability, studies compare the
same females at different cyclical stages, perhaps in
crossover fashion.

Note that the effects of sex steroid hormones ex-
tend beyond estradiol and testosterone. There are
multiple types of estrogens produced by the ovaries
and other tissues, as well as multiple androgens be-
yond testosterone. Progesterone levels also need to
be considered. Furthermore, there is target tissue
specificity in the actions of estrogens, which can be
attributed to tissue-specific expression patterns of
estrogen receptors (ERs), including ERa, ERB, and
estrogen membrane receptors such as membrane ERa
and the G protein—coupled receptor GPER1/GPR30
(51, 52).

In addition to the multiple ERs, tissue-specific
responses to estrogens can occur through the pres-
ence of modulating proteins such as coactivators and
corepressors, among others. Varying tissue-specific
responses are exemplified by the action of syn-
thetic agonists and antagonists such as the selective
ER modulators, including tamoxifen, raloxifene, and
toremifene. These selective ER modulators are com-
petitive inhibitors of estrogen binding to ERs, with
mixed agonist and antagonist activity, depending on
the target tissue (53). For example, tamoxifen is used in
the prevention and treatment of breast cancer as an ER

antagonist, but it has ER agonist activity in some other
tissues such as bone and endometrium. Progesterone
also acts through multiple receptors, which are gen-
erated as splice variants from a single gene (54). The
actions of testosterone, through the androgen receptor,
are modulated at the local tissue level through local
activity of the enzyme sa-reductase, which catalyzes
the formation of the more potent androgen receptor
agonist, dihydrotestosterone (55).

Gender and subject selection

Many determinants of disease, both physical and
social, are differentially distributed by gender. Some of
these factors may confound experiments if not care-
fully accounted for in study design and analysis. For
example, in many societies, women are more likely to
have vitamin D deficiency (56), affecting multiple
tissues and systems, and men are more likely to smoke
cigarettes and drink alcohol. Men and women are
exposed differentially to types of violence and trauma
(57-61). Such stressors may affect gonadal steroid
secretion in a sex- and hormone-dependent fashion
(12). In the case of powerful covariates strongly as-
sociated with gender or sex, investigators may want to
select participants to ensure these covariates are bal-
anced in male and female samples.

Special considerations regarding subject selection
for basic studies

Historical reliance on male animal models (e.g, mice,
rats) has resulted in incomplete data to guide human
subject research in both men and women. Basic studies
can complement clinical studies by investigating
mechanisms of sex-dependent or sex-specific pro-
cesses in greater depth by manipulating genotypic and
phenotypic sex experimentally (12). Beyond simply
studying both male and female animals as they age
naturally, studies can include classic gonadectomy
with or without hormone replacement: prenatally
and perinatally to address developmental effects; in
juvenile animals to study postnatal developmental
and differentiation effects; in adults to assess the
effects of sex steroid hormones at the time of testing;
and in aging animals to study effects of sex steroids
in models of aging. Several new genetic and epi-
genetic animal models have increasing translational
validity to represent human ovarian failure and
menopause (62). Some alternative models of men-
opause or ovarian failure include Foxl2-deficient
mice with accelerated rates of decline in ovarian
reserve (63).

Another frequent approach is to study “knockout”
mice (or other species) that lack a specific sex steroid
receptor. ERa knockout mice have shown that the
absence of ERa promotes adiposity in male and female
animals and, in turn, the progression of breast cancer
in females (64). Animals with “conditional knockout”
or “conditional knockin™ of a specific sex steroid
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receptor can be used to target specific tissues or life
stages.

Additionally, targeted mutagenesis can be used to
address the role of specific domains or specific
functions of a sex steroid receptor. For example, al-
though ERa has traditionally been thought of as a
nuclear, ligand-dependent transcription factor acting
through estrogen response elements in gene pro-
moters, the molecular mechanisms of action are more
complex. Estradiol actions can be mediated by other
“nonclassical” ERa pathways: (1) ligand-independent
ERe signaling, in which gene activation alters phos-
phorylation of ERs via second-messenger pathways
that affect intracellular kinase and phosphatase
activity; (2) rapid, nongenomic effects through a
membrane-associated ER; and (3) genomic, estrogen
response element-independent signaling, in which
ERa regulates genes via protein—protein interaction
with other transcription factors, including c-Fos/c-Jun
B (AP-1), Sp1, and nuclear factor kB (65). For ex-
ample, as noted above, estradiol is critical to the
regulation of energy balance and body weight. In an
experiment with female mice, ERa-null mutant mice
become obese, with decreased energy expenditure and
locomotion, increased adiposity, hyperleptinemia, and
altered glucose homeostasis, characteristics similar to
the propensity of postmenopausal women to develop
obesity and type 2 diabetes. Interestingly, knockin
mice that express a mutant ERa that can signal only
through a nonclassical pathway (i.e., without direct
estrogen response element binding) restored the
metabolic parameters to normal or near-normal
values, including energy expenditure. These findings
indicate that nonclassical ERa signaling mediates
major effects of estradiol on energy balance, raising the
possibility that selective ERa modulators may be
developed to reduce the risks of obesity and metabolic
disturbances in postmenopausal women (66).

The “four core genotypes” mouse model has
emerged as a major model in which investigators
can vary the sex chromosome complement (XX vs XY)
to assess whether sex differences in phenotypes
are caused by the sex chromosome complement,
gonadal hormones, or both. In this model, the
testis-determining gene Sry is deleted from the Y
chromosome and inserted onto an autosome. Four
genotypes are produced: XY Sry mice with testes,
XXSry mice with testes (with the Sry gene on an
autosome), XX mice with ovaries, and XY~ mice with
ovaries. In this manner, XX and XY mice with the
same type of gonad can be compared to assess phe-
notypic effects of the sex chromosome complement
in cells and tissues (12, 67). These models permit
investigators to observe, for the most part, the
independent effects of sex chromosomes and hor-
mones on physiologic and pathophysiologic pro-
cesses. Four core genotypes methods have shown sex
chromosomes to affect body weight and metabolism
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independent of hormonal pathways (68) and have
isolated effects of sex chromosomes on cardiac
ischemia/reperfusion injury from those of gonadal
hormones (69).

Sex of cells

Although it is facile to insist that basic researchers use
and report on both XX and XY cells in their exper-
iments, this is not always possible (11). In fact, cell lines
are a poor model with which to study sex differences,
even when the sex of the lineage is specified. By
definition, immortalized cell lines, chosen for their
peculiarities and derived from a single organism, may
be inherently impossible to cull or create from a
second organism of any sex. Even where it is possible
to create cell lines from a male and female similar
enough to interrogate a particular question, inferences
about sex differences cannot reliably be made. As
with a clinical study with n = 2, a comparison of a male
and a female cell line, because each is derived from a
single individual, cannot distinguish sex differences
from other genetic, epigenetic, or environmental
characteristics of the founding individuals from which
they were derived. Cell lines may have sex-dependent
features other than the sex chromosome complement,
including differences in hormone production or
hormone responses related to variation in steroido-
genic enzyme expression or expression of sex steroid
hormone receptors. There may also be differences in
expression of other genes related to imprinting or
epigenetic differences. Moreover, each cell line is
clonal in origin and has unique characteristics based
on the experimental conditions in which it was derived
and propagated—even two cell lines derived from the
same organism may have different characteristics.

It is more reasonable to request that investigators
specify the sex of a cell line used in a study (i.e., derived
from a male vs female, or XX vs XY in sex chro-
mosome complement), as the sex of many cell lines has
been established (70). However, even this is not always
possible, as cell lines can lose their sex chromosome
complement over time (11). Although primary cul-
tures can isolate cells directly from the body, per-
mitting the creation of a small population of male or
female cells, the procedure may be technically difficult
and time-consuming, and the cells may be short-lived,
limited in number, difficult to manipulate, and can
change their characteristics over time in culture.
Furthermore, Miller et al. (14) caution that the hor-
monal environment of cultured cells, including some
media, can affect experimental outcomes. Finally,
comparisons of isolated male and female cells over-
simplify the question of sex, let alone gender, because
such cells are removed from the complex interactions
with other cells, hormones, neurotransmitters, nutri-
ents, pathogens, and environmental exposures, which
themselves vary in living organisms by sex and gender
(11). In such cases, the absence of evidence for sex
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differences in vitro may well be absence of any evi-
dence at all, a straw man (or woman) of an experiment
purportedly about sex.

Randomization by sex and/or gender
Experimentalists, particularly those conducting studies
with >100 subjects, may wish to randomize the sexes
separately to ensure similar distributions of treated
and untreated males and females. In preclinical ex-
periments, this is known as a factorial design (15). Such
stratified randomization retains the advantages of
standard random allocation, effectively creating a
mini-trial within each sex stratum (71). Stratified
randomization can accommodate a study plan with
unequal numbers of male and female subjects, espe-
cially helpful when men and women join a study at
different rates or in different time periods. Stratified
randomization can also be used to balance follicular vs
luteal phase participants, or any other marker of sex or
gender.

Sample size considerations for studies including
males and females

Most studies are planned from the outset with a
sample size just large enough to afford 80% statistical
power to detect the main effect of the primary ex-
posure. Unless preplanned, most studies are un-
derpowered to examine associations separately for
males and females. This is particularly true of sec-
ondary data analyses of studies never designed to
examine subgroup differences. This lack of statistical
power to detect sex and gender differences can lead to
the premature conclusion that such differences do not
exist; in fact, most studies are simply too small to fairly
test all but the most pronounced sex and gender
differences. In the current era of accountability to
analyze and present sex-stratified data, it is worth
considering ideal practice and reality with respect to
power and sample sizes to detect sex differences.
Although most researchers will find that limited
samples and funds constrain their ability to investigate
sex and gender differences, we will also address the
special case of “big data,” where problems may ensue
from an abundance of statistical power to detect trivial
differences, rather than too little power to detect
meaningful differences.

Effect modification and interaction by sex

Epidemiologists and clinical researchers are familiar
with the concepts of effect modification and in-
teraction, although the terminology may differ be-
tween disciplines. However, basic investigators, whose
aim is usually to limit all variation other than the
exposure under examination, may be less familiar with
these issues. “Effect modification” refers to the ability
of a third variable (here, sex) to modify or interact
with the “main effect” of the exposure (say, treat-
ment) on outcome (usually, disease). For example, the

association of diabetes with cardiovascular disease
(CVD) is stronger for women than men (72, 73); it is
said that sex “interacts” with diabetes to cause CVD or
that sex “modifies” the diabetes—CVD association.
Although stratifying data by sex to examine the
exposure—disease association separately for males and
females allows the investigator to eyeball effect
modification by sex, such estimation gives no in-
dication of the extent to which any observed sex
differences are due to chance. To gauge this likelihood,
many researchers test the statistical significance of sex
differences by incorporating into their statistical
models a (usually multiplicative) “interaction” term
that represents the intersection of exposure and sex.
For example, if the main effect of treatment is rep-
resented as a binary variable (o if untreated; 1 if
treated) and the main effect of sex as a binary variable
(o if male; 1 if female), then an interaction term
(treatment X sex) which equals 1 only for treated
females will, when modeled with the main effects of
treatment and sex, capture the additional increment or
decrement in the risk of the outcome that is attrib-
utable to both treatment and female sex, that is, the sex
difference in the association between treatment and
disease. By convention, P values <0.05 for such in-
teraction terms are indicative of a statistically signif-
icant sex difference, one that is unlikely due to chance
alone. Such tests of effect modification or interaction
by sex can (and should) be as easily incorporated into
basic research as in clinical and population research.
The difficulty is having the statistical power to do so.

Ideal: statistical power to detect interaction by sex
The sample size required to detect statistically sig-
nificant sex differences (interactions by sex) is con-
siderably larger than that required to detect the main
effects of treatment or sex alone. Statistical power to
detect a sex difference depends on the prevalence of
the exposure, outcome, and sex, as well as the strength
of the associations between them. Software is freely
available to calculate sample sizes to detect interactions
(74, 75). However, the rule of thumb is that it takes
fourfold the sample size to detect an interaction than it
does to detect main effects (i.e., treatment or sex alone)
(76). Investigators need to take into account differ-
ential disease rate by sex and the expected magnitude
of the main effect in each sex; statistical power to detect
either main effects or a sex interaction may not be
optimized by recruiting half women and half men. In
planning, investigators may have to make “best
guesses” at the magnitude of expected sex differences,
based on the literature and biologic understanding. As
with any power calculation, it is best to input a range of
likely main effects and interactions to evaluate the
impact of sample size on the ability to detect a sex
interaction.

A study that is large enough to detect a sex in-
teraction, if one exists, represents the “ideal” in sex
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difference studies. Few studies are planned with the
power to detect statistically significant sex differences.
Many studies that have attempted to test interactions
by sex have been woefully underpowered to do so.
Unfortunately, researchers easily forget that an in-
teraction P value >0.05 often says as much about the
design and size of the study as it does about the
presence or absence of a sex difference.

Next best: statistical power to detect main effects
within sex strata

Even where a study is too small to test for sex in-
teraction effects, it may still have enough statistical
power to examine the main effects of exposure within
sex strata. This is simple sex stratification to examine
exposure—disease associations for each sex. (Does
diabetes predict CVD among males? Does diabetes
predict CVD among females?) A study may find a
statistically significant beneficial impact of treatment
on disease among males and fail to find a significant
effect of treatment among females (or, in extreme
cases, find statistically significant benefits or harms that
vary by sex). However, if the study lacks power to test
an interaction by sex, investigators cannot claim that
they have detected a difference between males and
females that meets conventional standards for ruling
out chance. As discussed, the detection of a statistically
significant interaction by sex is a high bar. However,
apparent contrasts in sex-stratified data—differential
main effects of treatment by sex—can suggest the
presence of sex differences. At the least, they provide a
rationale for larger studies powered to detect sex in-
teractions, or incentivize data collection across studies
for meta-analyses of interactions by sex (15).

To plan a study with adequate statistical power to
detect main effects by sex is straightforward: simply
calculate sample sizes needed to detect main effects in
men and women separately (and add them up), taking
into account sex differences in rates of disease, ex-
pected size of impact of exposure, and, for observa-
tional studies, expected prevalence of exposure.

Many studies analyze their data by sex as an
afterthought. Such subgroup analyses of main ef-
fects stratified by sex are often underpowered,
which heightens the risk of type II error, or false-
negative results. This is true even when the orig-
inal analysis, in which all subjects are analyzed
together, regardless of sex, reports a statistically
significant association of exposure with disease.
For example, in a study in which the exposure-
disease association approaches statistical signifi-
cance (say, a 2 standard error difference in outcome
between study arms), splitting subjects into two
groups of similar size will yield a one in three
chance that the association will be sizeable and
statistically significant (P < 0.05) in one group and
inconsequential in the other (less than a standard
error difference) (77).
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The danger of such underpowered comparison of
“main effects” among males and females is that, by
chance alone, one out of every six studies reporting an
overall effect in the combined sample will, on sex
stratification, report a significant effect in females (but
not males) and one out of six will report a significant
effect among males (but not females). Add to this the
additional risk that studies that are null in the ag-
gregate may also report statistically significant findings
exclusive to males or females. This, of course, leads to a
literature of contradictions.

Better than nothing: representation of sex

Studies underpowered to detect even sex-stratified
main effects can still make available data and/or an-
alyses stratified by sex, particularly in supplemental
material, without making inferences regarding sex
differences per se. Such data may serve as preliminary
analyses for future studies adequately powered to
detect sex differences and may be used in meta-
analyses.

Special considerations for “big data”

We have entered an era in which enormous datasets
are increasingly available. Many of them include the
variable “sex.” Two cautions are important to em-
phasize. First, such datasets, while deep in sample size,
are often narrow in breadth, lacking the variables
(discussed below) helpful to contextualize and un-
derstand sex differences. Second, the temptation in
very large datasets to stratify by any variable is strong,
as it is easy to detect statistically significant in-
teractions, including sex differences, of clinically trivial
and meaningless magnitude (78). Sound motivation to
test sex differences, discussed earlier, is essential. So is
conservative interpretation of statistically significant
findings. To whom much data are given, much
common sense is demanded: extra caution needs to be
exercised in interpreting studies with enormous sta-
tistical power to detect minute differences between
subgroups.

Data Collection

Truly sex-informed research is more than just strat-
ifying by sex or gender. Researchers should collect the
data to characterize the ways in which exposures,
diseases, and contributing environmental factors vary
by sex and gender.

Defining and measuring sex and gender

Although it can be difficult to determine the sex
of subjects in some species, for the most part, the sex
of humans and nonhuman subjects in biomedi-
cal research is known. Categories of sex include
males, females, intersexual individuals born with male
and female characteristics, and people who undergo
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interventions to reassign their sex (25). In some in-
stances, syndromes resulting from atypical sexual
development can complicate categorization of sex (79).

Defining gender in human studies is both difficult
and controversial. Indeed, some have argued that sex
and gender are “irreducibly entangled,” and that even
the most seemingly straightforward presentation of sex
as a biological variable in human studies is inevitably a
mix of sex and gender (24, 25, 80). Sociologists
Westbrook and Saperstein (81), observing the ten-
dency of large surveys to conflate sex and gender, call
the state of measurement a “conceptual muddle” that
is fraught with essentialist treatment of sex and gender
as synonymous, obvious, easily determined by others,
and unchanging over the life course.

The very concept of gender is subtle, complex, and
shifting. It has been suggested that gender comprises at
least three distinct, but interrelated components, the
“three dimensions of gender” (82). These include: (1)
our physical bodies, how we experience them, and how
others interact with them; (2) our gender identity, our
internal sense of ourselves as female, male, a blend of
both, or neither; and (3) our gender expression, how
we present our gender and how society interacts with
the gender we present. Note that these dimensions are
independent of sexual orientation. We are likely to see
new measures of gender emerge; however, at present,
there are few studies that have attempted to relate
nuanced dimensions of gender to health and disease
(81, 83).

In the meantime, some researchers have ventured
measures of gender that are intended to be distinct
from sex (84-86). For example, several gendered
factors correlated with poor health among women
have been proposed as proxies for gender influences
on health, including income, education, labor force
participation, single-headed household, unpaid child
and elder care, unpaid housework, political partici-
pation, and access to education or health (86). Par-
ticularly problematic has been the identification of
proxies for male gender that might influence men’s
health. The prevalence of gun ownership, for example,
has been proposed (84). Such measures of gender are
often measures of gender inequality. Many times they
are based on national or state-level statistics, rather
than more granular individual or household data (86).

Pelletier et al. (85) have proposed a method to
measure individual-level gender as “psychosocial sex,”
in contrast to “biological sex.” They argue that, as
gender roles and attitudes—components that might
comprise a gender index—depend on culture, age, and
era, no single gender scoring system is broadly ap-
plicable. Rather, a method for defining gender within a
study population is a better approach to measure
gender. Drawing from extensive questionnaires com-
pleted by their study participants, the researchers
identified a set of seven variables (including income,
hours doing housework, and scores on a sex role

inventory survey) that resulted in a continuous gender
score ranging from masculine to feminine character-
istics. Independent of sex, a high gender score (more
feminine characteristics) was associated with increased
risk of diabetes, hypertension, and depression and
anxiety symptoms (85). In fact, once gender was
accounted for, sex no longer predicted these health
outcomes. Although the study was not large enough to
exclude a modest interaction between sex and gender
(i.e., did the gender score predict outcomes more among
males or among females?), the authors observed that the
higher femininity score appeared to predict outcomes
for men as well as for women (Louise Pilote, personal
communication). This study was possible only because
of the extensive collection of economic and psycho-
social covariates related to gender. To the extent pos-
sible, studies should be designed to collect data on
gender. However, lack of data with which to construct a
comprehensive gender measure does not absolve in-
vestigators of considering gender in their interpretation
of data regarding sex differences.

Is gender relevant to animal studies? If it is hard to
measure gender in human beings, it would seem
entirely alien to do so in other species. However, a few
investigators have attempted to design exposures that
mimic human gendered experiences. For example,
Shors et al. (87) developed an animal model (sexual
conspecific aggressive response, or SCAR) to examine
the effects of sexual aggression on the brain and
learned behaviors. Pubescent female rodents are
paired with sexually experienced adult males. The
female releases high levels of adrenal stress hormones.
Her ability to learn, including to learn maternal caring
behavior, was suppressed. The authors suggested that
such experiments are aimed at understanding how
sexual trauma impacts mechanisms that shape the
female brain. Although other interpretations of that
animal model are possible, studies have reported that
women with a history of childhood sexual trauma
exhibit changes in brain and associated physiology.
Women with a history of childhood sexual trauma, a
highly prevalent exposure, have irregularities to cor-
tical and subcortical tissue and long-term alterations to
their hypothalamic—pituitary adrenal axis, compared with
women without childhood sexual trauma (88, 89).
Sexual assault occurs to all sexes and genders, but
considerably more often to girls and women, and
therefore constitutes a gendered exposure (58-61).
National surveys show that physical child abuse is
also common, often more so for boys than girls (59,
60). Other violent exposures, such as combat casu-
alties and war-time trauma, also have gendered
distributions and implications (90, 91).

Measuring sex and gender differences in

disease presentation

It is essential to capture outcomes in sufficient detail
to detect sex and gender differences in disease
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presentation. The classic example in clinical research is
CHD, one of the leading causes of morbidity and
mortality for men and women in the United States.
Traditionally, myocardial infarction was characterized
as the result of obstruction of the large coronary ar-
teries. However, up to one third of women with a
myocardial infarction and two thirds of women with
chest pain had unobstructed arteries upon angiogra-
phy (92, 93). It is now recognized that myocardial
ischemia may result from disease of the coronary
microvessels. The Women’s Ischemia Syndrome
Evaluation study reported that roughly half of the
women with angina and ischemia without coronary
artery obstruction evidenced microvascular dysfunc-
tion (94). Instead of the classic chest-crushing sen-
sation of coronary artery obstruction, women with
microvessel disease may present with shortness of
breath and fatigue, nonspecific symptoms easy to
misdiagnose and often dismissed. Thus, an in-
vestigator studying CHD in both sexes needs to
consider the symptoms and diagnostic tests that will
capture the presentation of disease in women and men
(95).

Another example of differential disease pre-
sentation by sex is the tendency for prolactinomas to
be detected as microadenomas among women, but
macroadenomas among men. This results, at least in
part, from the earlier detection among women, in
whom small elevations in prolactin can cause in-
fertility, menstrual disturbances, and/or galactor-
thea. In contrast, in men, prolactinomas may
progress to macroadenomas before they become
symptomatic with headaches, double vision, or vi-
sion loss resulting from the mass of the tumor
pressing on neurologic structures in the brain. Al-
though this difference between the sexes is largely
attributed to differences in diagnostic timing, the
possibility that prolactinomas are more aggressive in
men has not been entirely excluded (96, 97). In
animal models, sex differences in the expression and
activity of pituitary transforming growth factor 81
may contribute to sex differences in prolactinoma
incidence (98).

Sex and gender differences in drug exposures

and metabolism

Studies of drugs need to account for differential im-
pacts of dose on males and females, variations that
may stem from disparities in body size or volume of
distribution or other sex differences in pharmacoki-
netics or pharmacodynamics. For example, women
have less intestinal enzymatic activity and slower renal
clearance that may impact the metabolism of many
drugs. Recently in the news is the sleeping medication
zolpidem (the active ingredient in Ambien), which
lingers in the bloodstream for hours longer in women
than men given the same dose (99). This may be
related to a modulating impact of testosterone on
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CYP3A4 activity, the principal enzyme responsible for
zolpidem metabolism; lower levels of free testosterone
may explain the slower clearance and higher plasma
concentrations of zolpidem in women and elderly men
(100, 101). The Food and Drug Administration has
recommended that the dose of Ambien be halved for
women (102). So, too, men achieve lower blood levels
of alcohol for the same ethanol consumption, due to
the enhanced activity of alcohol dehydrogenase among
males. The dynamics of drugs may vary, too: B-blockers,
opioids, selective serotonin reuptake inhibitors, and
several antipsychotic drugs may attain higher blood
levels and/or have different efficacy in women (2, 23). In
animal studies, too, the dynamics of drug metabolism
may vary by sex; for example, female mice have higher
fat mass and lower lean body mass than do males,
something that should be considered in dose calculation
of drugs.

The use of exogenous hormones, such as oral
contraceptives, menopausal hormone therapy, tes-
tosterone, and anabolic steroids, is particularly im-
portant to document. Taken systemically, by mouth,
injection, or patch, such drugs affect reproductive and
nonreproductive systems throughout the body, and
they could be important to investigations in which the
exposure—disease relationship could be affected by sex
hormones. In the United States, sales of testosterone,
available as oral medicine, gel, patch, or injection, grew
77% from 2010 to 2013, with 2.3 million prescriptions
filled (103). It is estimated that 2.9 to 4 million
Americans, largely men, have used anabolic steroids in
their lifetime (104).

In addition to their direct impact on brain, bone,
muscle, metabolism, immune, cardiovascular, and
reproductive function (105-107), reproductive ste-
roids often interact with other drugs. For example,
among patients with growth hormone deficiency,
women taking oral estrogen require twice as much
growth hormone as men or women not taking oral
estrogen to achieve the same levels of insulin-like
growth factor 1 (108); current guidelines for treat-
ment of adult growth hormone deficiency now rec-
ommend the consideration of estrogen status in
dosing (109). Basic scientists may find it illuminating
to vary the levels of exogenous hormone exposures
in their experiments to mimic widespread human
exposures.

In addition to intentional exogenous hormone
exposure, there is an increasing body of literature
suggesting that exposure to endocrine disrupting
chemicals in the environment may affect human
health. For example, phthalates are a nearly ubiquitous
class of chemicals used in the manufacturing of
household products, including food packaging and
personal care products such as cosmetics and nail
polish. Exposure to phthalates may depend on oc-
cupation and use of personal care products; higher
urine concentrations of phthalate metabolites have
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been reported among women compared with men
(110, 111). Phthalate exposures have been associated
with insulin receptor and glucose oxidation in the
Chang liver cell line (unspecified sex) (112), signs of
diabetes and endocrine disruption in female rats (113),
and with insulin resistance and diabetes in men and
women (111, 114, 115).

The failure to consider exogenous hormone use,
endogenous hormones, and/or markers of hormonal
status (such as menopause) may contribute to the lack
of reproducibility in many studies. For example, in-
vestigators found that the serum concentrations of
68% of 171 serum biomarkers associated with chronic
disease were affected by sex, oral contraceptive use,
menstrual phase, or menopausal status (116). They
estimated up to 40% false discoveries in biomarkers
when sex was ignored and up to 41% false discoveries
when oral contraceptive use was ignored. Heeding this
caution, investigators may want to collect data on
menstrual or estrus phase, menopausal status, use of
exogenous hormones, and/or levels of circulating
hormones (14).

Measuring reproductive cycle and phase

There are nuances to asking women to report their
menstrual cycle and menopausal status. For example,
as the duration of the luteal phase varies less than that
of the follicular phase, menstrual cycle timing is best
recorded retrospectively from the first day of the next
menstrual period (117). As menstrual cycles may be
suppressed or dictated by hormonal contraceptives
(including hormonal intrauterine devices), or breast-
feeding, it is useful to record these variables when
assessing menstrual timing. Menopause may occur
naturally or may result from hysterectomy, oopho-
rectomy, or chemotherapy, and it cannot be de-
termined until a year after the last menstrual period.
Measurement of menstrual cycle phase and meno-
pausal transition are covered elsewhere (117-119).
Archived biospecimens should include information
about such variables (e.g., time of blood draw, day of
menstrual cycle).

Influential covariates that vary by sex and gender

Some factors that vary by sex or gender can influence
the exposure—disease association under study, either as
confounders (easily mistaken for sex differences) or
effect modifiers (covariates that interact with sex to
change outcome). Some of these sex-dependent
covariates are obvious, such as parity. Other aspects
of reproductive history may affect nonreproductive
systems under study (120). For example, history of the
hypertensive pregnancy disorder preeclampsia pre-
dicts twofold higher risk of CVD in women affected by
the disorder (121). A woman'’s history of preeclampsia
might modify the impact of an antihypertensive drug,.
Exposures to exogenous endocrine drugs, such as those
administered in the course of assisted reproductive

technologies such as in vitro fertilization, might affect
systems under study.

The degree to which other exposures, such as
cigarette smoking, alcohol use, physical activity, so-
cioeconomic position, caretaking responsibilities, and
medication use, vary by sex and gender will depend on
the population under study. For example, in some, but
not all, cultures and climates, circulating 25-hydroxy-
vitamin D concentrations may differ considerably
between men and women as a result of gender dif-
ferences in factors such as clothing, time spent out-
doors, and supplement use (122-124); depending on
the country, these differences may be equalized by
dietary vitamin D intake, particularly of fortified foods.
Additionally, as shown in a study in the Netherlands,
lower 25-hydroxyvitamin D levels among women may
be explained by their higher adiposity levels, a dif-
ference that could be attributed either to sex (a
biological difference) or gender (as many social de-
terminants of adiposity are gendered) (125).

Particularly important to consider are sex or
gender differences in the distribution of comorbidities
that might influence an exposure-disease association.
For example, compared with diabetic women, diabetic
men have lower prevalence of depression and anxiety,
gendered psychosocial factors that impede self-care
activity and treatment success (126). Thus, it would be
wise for studies examining sex differences in CVD to
account for major depression history, especially when
depression is associated with the main exposure under
consideration (21).

Analysis, Reporting, and Interpretation of
Sex Differences

The problem of stratifying everything by sex
Subgroup analyses from studies thoughtfully designed
to query sex differences, particularly once replicated,
can provide sound evidence of benefit or protection
from harm for women and men. Alternatively, post hoc
sex difference analyses, devoid of theoretical basis and
sound construction, may create more noise than light.
A recent analysis of sex differences presented in
Cochrane reviews of clinical trials suggested that few
met the stringent criteria of documenting statistically
significant interactions by sex (127); this criticism of
sex differences research is cautionary. Whether the
absence of sex differences reflects fact, indiscriminate
testing, lack of sample size, or the decades it takes for
sex differences observed in basic or population re-
search to reach clinical testing remains to be seen
(128).

The risk of a blanket mandate to require all studies
to stratify all results by sex is that the literature-wide
type I error, that is, the risk of detecting false sex
differences, will skyrocket. Furthermore, as we increase
the size and statistical power of our studies to detect
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true sex interactions (minimizing type II error), we
court the risk of finding sex differences where none
exist (type I error). As mentioned earlier, type I error
is a particular hazard of a theoretical “big data”
analysis.

If we pursue sex difference analysis as a poorly
considered mandate, a literature of contradiction will
follow. The field of sex differences research risks
discredit from unthinking and profligate enthusiasm.
How, then, can we encourage sex differences research
that is thoughtful, conservative, and consistent over
time?

Prespecified hypothesis tests

In any subgroup analysis, including sex and gender,
tests of interaction should be limited and prespecified
in statistical analytic plans (129). Although this does
not guarantee that tests of hypotheses will be well
constructed, it does help to protect against post hoc
fishing and data-derived hypothesis testing (them-
selves self-fulfilling prophecies). “Surprise” subgroup
findings should be presented as such, and interpreted
with caution—the basis for further study, not for in-
stant translation to clinic or policy. There seems
almost a reflexive tendency of researchers to view male
and female as the fundamental dichotomy of the
biologic world (24). We need to approach the question
of sex differences with curiosity and skepticism, rather
than unquestioning assumption.

In creating an a priori hypothesis, it is best practice
to prespecify the expected direction and magnitude of
the sex difference. Should there be subgroups within
sex, such as nulliparous vs parous, or premenopausal
vs postmenopausal? Careful a priori hypothesizing is
important for observational studies, experiments, and
trials, and it serves to maintain scientific transparency.
In large studies, some statistically significant sex dif-
ferences may arise by chance. Thus, prespecifying the
form of the expected interaction helps guard against
indiscriminate post hoc scrambling.

Accounting for confounding

Here, careful data collection bears fruit. Where a third
factor (say, smoking) is associated both with sex (say,
male sex) and outcome (e.g., lung cancer), it could be
easy to misattribute the disease outcome to sex, for
example, concluding that lung cancer is a male dis-
ease. There are several techniques for adjusting for
measured confounding factors, discussed elsewhere
(130). Briefly, typical methods to reduce the likelihood
that an exposure—outcome association is confounded
by a third variable include: adding to the basic expo-
sure—outcome model additional independent covariates
that represent the potential confounder (e.g, a term to
represent number of cigarettes per day or a set of terms
to indicate nonsmokers, past smokers, and present
smokers); matching on the potential confounder using
careful participant selection and conditional modeling
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(e.g., smokers can be compared only with other
smokers, and nonsmokers with other nonsmokers);
or conditioning on a propensity score that estimates
from a set of covariates the likelihood that an in-
dividual was exposed, thus reducing or eliminating
the unwanted impact of those covariates on the es-
timated exposure-outcome association (131). Where
data on potential confounders are unavailable (often
the case with “big data”), simulation analyses can be
used to gauge the impact of unmeasured confounders
on the association of sex or gender with disease or
exposure—disease association (132, 133).

Variables on the pathway between sex or gender
and outcome

Some variables may be intermediates between sex or
gender and the outcomes under study, and their
treatment in analysis deserves special consideration.
For example, sex and gender are two of many factors
that determine body size and composition. Not only
are body size and adiposity determined by sex steroids,
sex steroid receptors, adipokines, and other differences
between males and females (134), but gender differ-
ences in physical activity also affect body size and
composition (135). [Interestingly, there are also sex
differences in the voluntary physical activity of
rodents: females exercise more than males. (135)]
Whether to control for body size in studies of sex
and gender effects is a nuanced decision.

For example, in a study of differences between men
and women in the impact of Ambien and impaired
driving, should the investigator adjust for body size in
evaluating sex or gender differences? Alternatively,
body size is (at least partially) a product of sex and
gender, and adjusting for it might obscure the most
important pathway (body size) through which sex and
gender impact the metabolism of the drug. Addi-
tionally, adjustment for body size might reveal other
mechanisms (some of which are discussed in “Sex and
gender differences in drug exposures and metabolism”
above) through which sex or gender affect drug
clearance. Statistical methods can help segregate or
‘decompose’ the impact of such intermediate variables,
also known as mediators (136, 137).

Replication

The critical importance of replication has been
addressed by others (78). This is particularly true in a
scientific climate that encourages, or even mandates,
subgroup analysis.

Interpretation

As with any study finding, apparent sex differences (or
lack thereof) need to be interpreted with caution (138).
The magnitude and direction of apparent sex effects
need to be placed in the context of prior knowledge.
Biological mechanisms, hopefully outlined a priori,
need to be discussed. The adequacy of the study to rule
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out bias, confounding, and chance needs to be frankly
addressed. Even statistically significant sex differences
may be due to chance or bias, instead of true het-
erogeneity of exposure—disease associations or of
treatment effects (129).

This is especially true when interpreting main
effects stratified by sex, where a study lacks statistical
power to test interaction by sex. In this case, the play
of chance is often overlooked and findings are
overinterpreted. As an example, Assman ef al. (139)
cite a subgroup analysis of a trial that followed
myocardial infarction survivors (140). The investi-
gators, laudably, considered the differential impact of
treatment on the mortality of men and women, in-
cluding both sexes and prespecifying stratification by
sex in the analyses. However, they did not plan to test
an interaction by sex. Their intervention had no
overall impact on mortality. There was no association
of treatment with cardiac mortality among men (P =
0.94). However, in women, the authors observed
what they interpreted as a “possible harmful impact
of the intervention” on women’s cardiac mortality
(P = 0.06). Later, Assman et al. used their data to
calculate a proper test of interaction by sex, which
revealed no statistically significant evidence of an
interaction between treatment and sex (P for in-
teraction = 0.21), indicating that chance could well
explain the seeming sex effect. Thus, despite the
disparate associations and P values in the two sex
strata, the study was simply too small to test whether
the impact of the treatment on cardiac mortality truly

differed by sex.

Most importantly, surprise subgroup findings need
to be acknowledged as such. Sex differences that were
discovered as the result of post hoc poking around in
the data need to be treated with caution until they are
replicated as pre hoc tests in other studies. In this event,
supplemental tables stratified by sex, data repositories,
and meta-analyses may extend the impact of any single
study. In other words, investigators can make available
sex-stratified data to spur the generation of new hy-
potheses, without presenting sex-stratified analyses
that overreach the intent and design of their original
study.

Conclusions

New governmental mandates mean that researchers
will be collecting and analyzing data by sex, but the
onus is on investigators to address this adequately and
atall levels of basic, clinical, and population research. If
we fail, the “noise” created by multiple testing across all
our datasets may drown out the signal of true sex
differences. Furthermore, in human studies it is im-
portant to investigate the impact of both sex and
gender to illuminate fundamental, modifiable causes
of disease and avoid a reflexive attribution of seem-
ing sex differences solely to biology. If we address
these design and analytic issues skillfully, then we have
the chance for new insights for men and women that
will be critical for the next generation of scientific
and therapeutic discoveries in this age of precision
medicine.
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